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Accurately extracting traits from rice grains is of importance for effective
crop management and yield estimation, providing valuable understanding
for improving agricultural practices. However, manual intervention in
these tasks is labor-intensive, time-consuming, and error-prone. This
research proposes a new approach that leverages low-cost digital cameras
and deep learning technology for counting and extracting rice grain traits.
Our study introduces a preprocessing step to separate rice grain regions
from the input image background using color space conversion. After
that, a deep learning image segmentation model based on YOLOVS is
utilized for the extraction of both the number and morphological traits of
the grains. The accuracy of the proposed method was experimented on 88
different rice varieties provided by the Plant Resource Center in Hanoi.
The experimental results show that the proposed approach is high-
accurate and high-throughput for low-cost extraction of rice grain traits
from color digital images, which is potentially helpful in facilitating
effective evaluation in rice breeding programs and functional gene
identification of rice varieties.
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Kiéu hinh hat laa
DPbi hé mau
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Phén doan anh
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Viéc trich chon dac diém kiéu hinh cua hat lia mot cach chinh xéac 1a
viéc rat quan trong trong viéc quan 1y va udc lugng ning suat trong lua
mot cach hidu qua, dong thoi mang lai nhiing hiéu biét quy gia dé cai tién
cac phuong phép nong nghiép. Tuy nhién, thuc hién thu cong cac cong
Viéc nay la rat ton cong suc, tén thoi gian va dé gay sai sot. Nghlen cuu
ndy d& xuat mot phuong phap méi sir dung may anh k§ thuat sé gia ré va
cong nghé hoc sau dé dém va trich chon cac dac diém kiéu hinh cua hat
Itia. Nghién ctru ctia chiing toi gidi thiéu mot budc tién xir 1y dé phan tach
cac ving hat laa tir nén anh d4u vao bang cach chuyén doi khong gian
mau. Sau d6, mét m6 hinh phdn doan anh dya trén hoc sau dung
YOLOVS dugc str dung dé dém s6 lugng va trich chon cac dac diém kiéu
hinh cua hat ltia. D9 chinh xdc cua phuong phap dé xuét duoc thir nghiém
trén 88 gidng laa khac nhau dwoc cung cap boi ‘Trung tam Tai nguyén
Thuyc vat tai Ha Noi. Két qua thuc nghiém cho thiy phuong phap dé xuat
¢6 d6 chinh xac cao va c6 kha nidng xir 1y lugng I6n anh mau véi chi phi
thap dé trich chon ddc diém kiéu hinh cua hat lua. Két qua nay c6 tiém
nang trong viéc hd trg cic chuong trinh lai tao gidng lta va xéac dinh cac
gene chirc nang cua cac gidng lda.

DOI: https://doi.org/10.34238/tnu-jst.10191

" Corresponding author. Email: tran-giang.son@usth.edu.vn

http://jst.tnu.edu.vn

133 Email: jst@tnu.edu.vn


https://doi.org/10.34238/tnu-jst.10191

TNU Journal of Science and Technology 229(07): 133 - 140

1. Introduction

Rice (Oryza Sativa), as a fundamental cereal crop on a global scale, holds the utmost
importance. Enhancing rice yield and quality is essential to meet the rising demand for food
worldwide [1]. Accurate data regarding rice yield plays a critical role in effectively managing
rice production. It guides agricultural practices, such as planting strategies, and assists in making
informed decisions about breeding [2]. These practices and decisions are linked to the grain
phenotype of rice. Therefore, accurately counting and measuring morphological-related traits in
rice varieties is crucial for rice breeding and functional gene identification.

(a) Rice variety G1 (b) Rice variety G20 (c) Rice variety G7

Figure 1. Samples of rice grain images

Over the last few decades, scientists have traditionally used manual technigues to measure rice
grain traits [3]. These methods, which involve threshing and manual measurements, are usually
time-consuming, labor-intensive, and prone to human error [4], [5]. Furthermore, the process of
threshing can also impact the accuracy of the results due to its destructive nature [6], [7]. In
recent years, image processing and computer vision technologies have emerged as cost-effective
and easily implementable methods for crop recognition and counting [8], [9]. These approaches
perform the segmentation and counting of the crops by extracting visible characteristics of crops
such as color, size, shape, and texture through image processing and analysis [10], [11].

Regarding phenotyping methods for crops, many methods are proposed to extract important
phenotypic traits of the rice grains using image processing and machine vision algorithms [12].
For instance, researchers in [13] proposed to minimize shielding effects in the analysis of rice
grain traits by separating multiple branches of a single rice panicle. Others [14]-[16] employed
X-ray imaging systems to compute panicle traits in rice. These methods, however, are still high-
cost due to the use of X-ray images. This limitation prevented the widespread adoption and
advancement of such phenotyping methods. To address these challenges, this study proposes a
new method that leverages low-cost digital cameras and deep learning technology for accurately
counting and extracting rice grain traits from color digital images (Figure 1). The main points of
our method are as follows:

e The proposal of a preprocessing step using color space conversion (RGB-HSV) to separate
rice grain regions from the input image background;

¢ The utilization of a deep learning image segmentation model based on YOLOV8 for accurate
extraction of both the number and morphological traits of the rice grains.

The organization of this paper is structured as follows. Section 2 presents the image dataset of
rice grains and the methods used for color space conversion and image segmentation. The
experiments and results of the proposed method are presented in Section 3. Section 4
demonstrates the conclusion and some future directions of this work.

2. Materials and Methods
2.1. Materials

The dataset used in this project contains 224 pictures of 224 rice varieties. The rice seeds were
provided by the Plant Resource Center (located in An Khanh, Ha Noi, Vietnam). A core
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collection included 224 rice landraces collected from different provinces in Vietham. The rice
seed image database was provided by the International joint laboratory LMI-RICE
(USTH/AGI/IRD/UM) in which rice seeds were captured right after receiving from the Plant
Resource Center (PRC). The images in the dataset were captured using Canon digital cameras,
ensuring uniformity in terms of distance from the rice grains, lens type, lighting conditions, and
aperture settings. Each image includes a label that provides the rice grain’s variety name and a
13.5 cm long ruler, facilitating the estimation of measurement parameters in subsequent analysis
(Figure 1). An Excel file provided by the PRC, which comprises the length and the width of 88
rice varieties out of 224 rice varieties from the pictures, is used to verify the accuracy of the
proposed method in this work. These width and length values are measured by the biologists
using a specialized ruler and considered the ground truth values of the rice grain traits.

2.2. Methods

e Separating rice grain : : ; .
‘_‘l‘{, U regions from the input Vsing'a dgep lsaming Extracting phenotypic Rice grain traits
(.\‘\\ iato bacKaround s segmentation model to data from segmented (quantity and size)
L 3 9 ground using segment rice grains rice grains quantity z

color space conversion

Figure 2. lllustration of the proposed method

The proposed method contains three main steps (Figure 2). The first step is to separate rice
grain regions from the input image background using RGB-HSV color space conversion. After
that, a deep learning segmentation model (YOLOVS8) is utilized to segment the rice grains.
Finally, the phenotypic data (the width and height) of the rice grains are extracted from the
segmented rice grains using the fit Ellipse technique of the OpenCV library.

2.2.1. Separating rice grain regions from the image background

The input images are provided in the RGB color space. To separate rice grains from the input
image background, the images are first converted from RGB to HSV color space (Figure 3). We
chose HSV color space since it has an intuitive representation of colors and better control over
color information compared to other models like RGB or CMYK. HSV is often the preferred
choice for segmenting objects based on color, particularly when color is the most distinctive
feature of the object. Its ability to separate color information from brightness information makes
it advantageous, especially in scenarios with varying lighting conditions or shadows. By focusing
on the hue and saturation channels, HSV allows for consistent color-based segmentation, as
changes in brightness have less impact on these channels. This is particularly useful when
segmenting rice grains based on their color, as variations in lighting or shadows primarily affect
brightness, while the hue and saturation values remain more stable. By setting appropriate
thresholds in the hue and saturation channels, the rice grains can be effectively isolated based on
their color, irrespective of brightness variations. In HSV color space, the image is then
thresholded in Hue and Saturation channels to obtain the rice mask (the black image in Figure 3).

Since the natural color range of the rice grains is within the orange and yellow, the range of
the Hue value approximately between 10 to 40 should be chosen to perform color thresholding.
In this work, to ensure more accurate thresholding, the blue and red color ranges are also
included, resulting in a broader range from 0 to 80 for the Hue values to perform color
thresholding in HSV color space. For Saturation, the analysis of data shows that the highly
saturated areas extend beyond the yellow range in which the saturation intensity is significantly
higher in the background compared to the desired foreground (represented by the yellow region).
Based on the analysis, a Saturation value of 60 and above is selected to perform Saturation
thresholding in HSV color space.
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By applying the Hue ranges from 0 to 80 and Saturation values of 60 and above, the rice mask
(the black image in Figure 3) effectively captures the desired foreground (the rice grain regions)
while excluding the background. This set of rice masks is then used to perform rice grain
segmentation in the next step of the proposed method.

RGB-HSV
color space
conversion

Color
thresholding

Figure 3. Workflow to separate rice grains from the input image background
2.2.2. Rice grain segmentation based on YOLOv8

YOLOVS is a state-of-the-art object detection model developed by the Ultralytics team [17]. It
is widely used in computer vision applications. YOLOvV8 has the same architecture as YOLOvV5
with major improvements such as the addition of anchor-free detection or the introduction of new
neural network architecture using both Feature Pyramid Network (FPN) and Path Aggregation
Network (PAN), etc. In this work, YOLOVS8 is utilized to perform image segmentation of rice
grains (Figure 4). From the figure, the CNN backbone (CSPDarknet53) is applied to extract the
rice grain features. After that, the image objects of different sizes and shapes are detected using
the FPN and PAN of YOLOVS. Finally, each detected bounding box is passed through the YOLO
segmentation head to obtain the rice masks (the output of Figure 4). A visualization of the feature
maps extracted by the CSPDarknet53 backbone is presented in Figure 5.

Head voloveHead

Backbone
CSPDarknetq3

m

Figure 4. Rice grain segmentation model based on YOLOvVS [18]

l‘:!:

level 1 level 2 level 3

input

Figure 5. Illustration of feature maps extracted by CSPDarknet53 backbone

The main hyperparameter settings of YOLOvS8 for rice grain segmentation are presented in
Table 1. To train and infer the YOLOV8 segmentation model, a total of 224 input images of rice
grains were provided. After manual labeling, these images were divided into training, validation,
and test sets containing 140, 40, and 44 images, respectively. After 120 epoch number of model
training and validation, the YOLOv8 model was selected for testing on 44 images of the test set.
After the testing phase, the model obtains an Average Precision (AP) value of 99.5% with a
default threshold loU of 0.5. Hence, it is utilized to perform rice grain segmentation in this work.

http://jst.tnu.edu.vn 136 Email: jst@tnu.edu.vn



TNU Journal of Science and Technology 229(07): 133 - 140

Table 1. Hyperparameter settings of YOLOV8 for rice grain segmentation

Hyperparameter Setting
Image size 1834x1376 pixels
Batch size 1
Optimizer Adamw
Learning rate 0.002
Momentum 0.9
Maximum epoch number 200

2.2.3. Rice grain trait extraction

The contours and the “fitEllipse()” function from the OpenCV library are employed to extract
the major and minor axes of each rice grain. The major axis represents the length and the minor
axis represents the width of the grain (the cases (a) and (b) of Figure 6). In some cases, the rice
grains may be bent (the cases (c) and (d) of Figure 6). To account for this, the minimum distance
from the center of the ellipse to the contour and half of the minor axis length is calculated and
added. This provides an estimate of the grain width. By averaging the length and width across all
contours, the estimated length and width of the rice grains are obtained in pixels. A conversion is
then performed to have the estimation of the rice grains in centimeters.

- JEo ) A S

(a) HSV image of (b) Morphological traits of  (c) HSV image of bent  (d) Morphological traits
normal grain normal grain grain of bent grain

Figure 6. Rice grain trait extraction

3. Experimental Results
3.1. Evaluation metrics

The evaluation metrics used to evaluate the proposed method are R? coefficient, mean
absolute percentage error (MAPE), root mean square error (RMSE) and the difference between
the mean of the estimated size traits and the mean of the actual size traits measured by the
biologists (DIFF) [19]. In this paper, we did not use object detection and segmentation metrics
(such as Jaccard Index) since we evaluate the correctness of the major and minor axes from the
estimated ellipse-like shape, which is in our dataset provided by the biologists. Additionally, it is
important to note that not all grains are assumed to have an elliptical shape, and therefore, the
shape area is not evaluated in this context. The following equations calculate these metrics

mentioned above:
n

n L _ 502 1 . — 1.
R =129 mapE = =3[P x 100%
Zi:l(yi _yl) ni=1 Vi
— n
m—im 1
DIFF = ‘ —| x 100% RMSE = _Z(}’i —9i)?
n4 4
=

where y; is the predicted value, y; is the real value, y; represents the average of real values in
the samples; 7 is the mean of the estimated values; m is the mean of the actual values; n is the
number of samples.
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3.2. Experimental setup

This experiment was run on a server equipped with 2 Intel(R) Xeon(R) Gold 5222 CPUs @
3.80GHz, 512 GB system memory and 4 NVIDIA GeForce RTX 3090 GPUs (24 GB graphic
memory each). The software environment uses Python language under an Ubuntu operation
system with Pytorch deep-learning framework.

3.3. Results

Table 2. Difference between the mean of the estimated size traits and the mean of the actual size traits.
The smaller the values are the better.

DIFF (%)

Type Trait Our Smartgrain  YOLO-NAS + SAM  SAM +
method [19] + fitEllipse fitEllipse

Quantity trait Grain number 0.089% 32.13% 8.56% 33.75%

Mean value of grain ) 4o, 17.56% 0.31% 1.06%

. . length
Size trait Mean value of grain
width 9 0.24% 22.50% 5.64% 5.06%

From Table 2, our method obtains more accurate estimation of quantity and size traits of the
rice grains from the color digital images than the compared methods (Smartgrain [19], YOLO-
NAS with SAM, and SAM only).

Table 3. Performance comparison of the proposed method and the latest ones

Model Number of R’ RMSE (mm) MAPE (%) Time spend
varieties Width Length Width Length Width Length (each image)
PIX2Pix J'[;g}dconto“r 08 096 083 068 018 7.5 576 10s
YOLOVS + fitEllipse 88 070 080 023 033 58 285  04Ts
YOLO-NAS+SAM + g4 056 078 029 035 802 308 059
fitEllipse
SAM + fitEllipse 88 054 052 03 052 807 375  37.78s

Table 3 shows that our method outperforms the state-of-the-art methods in automatic rice trait
estimation in terms of the MAPE metric and the time processing and trait calculation for each rice
grain image. For RMSE, our method gains better results than others for width trait but lower ones
for length trait (0.33 mm vs. 0.18 mm). Regarding R* metric, although our method obtains lower
outputs than in [20] (0.70 vs. 0.96 for width and 0.80 vs. 0.83 for length), it can be explained that
our method is performed on 88 varieties of rice while the method in [20] only experimented in 08
varieties of rice. In terms of inference speed, our proposed method takes 1.283 seconds to estimate
width and length of rice grain with the Xeon CPU on our experiment hardware.

Wl

YOLO-NAS + SAM + fitEllipse

YOLOvS8 + fitEllipse
Figure 7. Visualization of detection and segmentation results on dense rice grain images
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From Figure 7, in the cases of image with densely-packed rice grains, YOLO-NAS
encompasses them together inside a bounding box. Consequently, the predicted masks generated
by SAM become less accurate (left). In contrast, YOLOv8 works better in those cases (right).

4, Conclusions and Future Works

In this study, a new deep learning-based method was proposed for low-cost counting and
extracting phenotyping traits of rice grains from the color digital images. Firstly, the method
applies a color space conversion and analysis (RGB-HSV) to separate rice grains from the image
background. After that, a deep learning segmentation model based on YOLOVS8 is employed to
segment the rice grains. Finally, the fitEllipse technique of the OpenCV library is utilized to
count and estimate the rice grain traits. The accuracy of the proposed method was verified on 88
different rice varieties provided by the PRC. The evaluation shows that our method is high-
accurate and high-throughput for low-cost extraction of rice grain traits from color digital images.

In the future, there are several potential directions to continue this work. Firstly, the
development of visible-light scanning devices could provide images of rice grains with more
consistent lighting conditions and potentially eliminate shadows. Next, more robust image
processing techniques could be developed to overcome reliance on color space, as certain rice
varieties with darker colors may yield suboptimal images after preprocessing. Last but not least,
the study on more rice varieties and more rice grain traits can also be a potential direction to
continue this work.
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