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Abstract

The rapid development of data acquisition technologies has led to an explosion of data
sources. Many traditional data mining techniques and methods have become outdated and
are no longer suitable for solving large, high-dimensional data problems. The paper
proposes improving the collaborative possibilistic fuzzy clustering algorithm for
multi-dimensional data analysis using random projection feature reduction. The random
projection feature reduction technique allows for the preservation of relative distances after
dimensional reduction, which can help reduce computational complexity while still ensuring
the accuracy of the proposed algorithm compared to the algorithm before dimensionality
reduction. The proposed algorithm implemented on the collaborative clustering model can
help share information about cluster structure at data sites during computation, allowing
problems to be performed where data is located on different computers in a network.
Experiments performed on two multidimensional datasets downloaded from the UCI
Machine Learning Repository library and remote sensing image data show that the
proposed method yields significantly better results than some previously proposed methods.
These experimental results demonstrate the potential of developing collaborative clustering
models, combined with dimensionality reduction techniques, to tackle high-dimensional and
distributed large data problems.
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1. Introduction

Today, computer scientists face the challenge of handling large amounts of data [1].
Data mining techniques, particularly clustering, are widely recognized as reliable
methods for discovering knowledge from this vast amount of data. Clustering is one of
the primary data mining methods which aims at partitioning a specific dataset into a
finite number of groups or clusters. Data samples in the same group often have more
similarities than those in different groups. Although originally derived from data
mining, clustering is widely used to solve various problems in other fields, such as
bio-informatics, machine learning, networking, and pattern recognition [2].

When dealing with large data, certain key factors must be considered. Firstly, volume
is crucial, as large data involves massive amounts of information. Although there is no
fixed threshold for what can be considered "proposelarge" data, generally, it refers to
data with significant volumes. Secondly, velocity is also important since data generated
in large systems requires systems that can handle and respond to large amounts of
incoming data quickly [3]. A clustering algorithm needs to analyze the relationships
between data elements so quickly that the incoming data does not invalidate the analysis
results before they are used. Variety, large data systems must handle a wide range of
different incoming data types, including structured data (e.g., CSV data), semi-structured
(e.g., HTML content), and unstructured data (e.g., videos and images) [4].

Traditional clustering methods based on Euclidean distances often focus on
information from spectrum bands and allow only one pattern to belong to a single
cluster, which will not describe all the data characteristics and lead to low accuracy of
the clustering results. The clustering technique is based on fuzzy sets, which allow
each data pattern to belong to many different clusters through the membership
function value, which can handle data patterns whose boundaries are unclear and
uncertain belonging to a specific cluster [5].

High-dimensional data often have high nonlinearity and overlap. Some recent studies
have also shown that probabilistic fuzzy clustering has many advantages due to the
combination of fuzzy and probabilistic information to describe data, especially noisy
and high-dimensional data [6], [7]. Yu ef al. proposed a suppressed possibilistic fuzzy
c-means clustering algorithm based on shadow sets for noisy data with imbalanced
sizes [8]. The method solves the clustering problem on imbalanced datasets. Wu et
al. proposes a series of generalized multiplicative fuzzy possibilistic product partition
clustering algorithms to enhance the ability to remove noise [9]. Farooq et al. present
a fast and robust FCM (FRFCM) clustering algorithm that performs fast and robustly
to noise for grayscale and color images [10]. A concept of uncertainty measures for
probabilistic hesitant fuzzy information by comprehensively considering their fuzziness
and hesitancy, and Fang et al. proposed some novel entropy and cross-entropy measures
for them [11].

Large data, high-dimensional analysis problems often have difficulty processing
centralized data due to the limitations of computer hardware. Data dimensionality
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reduction, data compression,.... and/or parallel or distributed computing are common
solutions. This underscores the necessity for a new approach. One such approach is
using collaborative clustering techniques that harness the collective power of multiple
computers in a network model. Additionally, data groups of the same type often
exhibit similar characteristics, even in different datasets. Therefore, an approach that
facilitates sharing features among data groups in different datasets can significantly
enhance the quality of data clusters [12].

Collaborative data clustering is a tool to find structural similarities and similarities
between data patterns located in many distinct regions, based on the objective function
expansion and fuzzy clustering approach of the FCM algorithm [13] proposed by
Professor Pedrycz. Pedrycz introduced collaborative fuzzy clustering as a tool to find
structures and similarities between distinct datasets. Where details in datasets cannot
be exchanged, only structural information can be exchanged [14]. At the same time,
the fuzzy clustering in this dataset impacts the clustering in other datasets [15].

There are two features of collaborative fuzzy clustering. One is that detailed
information in datasets cannot be exchanged, and only structural information can be
exchanged [16]. The second is to consider whether fuzzy clustering in this dataset
impacts clustering in other datasets [17]. Is the information about cluster structure in
each dataset useful in clustering the remaining datasets? However, the FCC algorithm
does not use additional information in the clustering process, which can help improve
the accuracy of the clustering process [18].

From the issues pointed out above, it can be seen that the clustering problem is still
difficult and needs to be researched and developed, especially for large data and
high-dimensional data. In addition, dimensionality reduction is an extremely important
step in optimizing the calculation for multi-dimensional or high-dimensional data.
Although many dimensionality reduction techniques exist, such as principal
component analysis, uniform approximation, and projection,... However,
dimensionality reduction methods based on random projection have many advantages
due to preserving the relative distance between data samples. In addition, solving large
data problems is often difficult when working centrally, while computer networks have
become very popular. Large data sources are also stored in many places (distributed).
Therefore, developing methods that allow working with large data, many dimensions,
and on many different computers will have many advantages and be in line with the
development trend of data science.

The main contributions of the paper include proposing an improvement of the
CPFCM algorithm based on random projection feature reduction technique
(CPFCM-FR) and experimental setup for a multi-dimensional dataset placed on two
connected computers. Experimental data were obtained from the UCI machine
learning library [19], and satellite image data were downloaded from [20]. To evaluate
the effectiveness of the proposed model, in this paper, we compare the experimental
results of the collaborative possibilistic fuzzy clustering algorithm with algorithms
before improvements, showing that the proposed method is more effective.
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The paper is organized into five sections: Section 1 is the introduction; Section 2
introduces some related knowledge; Section 3 is the proposed method; Section 4 presents
some experiments; and Section 5 gives the conclusions.

2. Background
2.1. Possibilistic fuzzy c-means clustering

The possibilistic c-means algorithm (PCM) was proposed by Krishnapuram and Keller
and was introduced to avoid the sensitivity of the FCM algorithm. Instead of using the
fuzzy MFs such as FCM, PCM uses possibilistic MFs to represent typicality by 7;;, the
typicality matrix as T = [Tig]con-

The PCM model is the constrained optimization problem:

min {J,(T,V; X, ) :iiﬂccﬁ —i—Z%Z (1—7)"} (D

i=1 k=1 =1

where T = [1y] ., 1s a possibilistic MF, V = (vy, v, ..., V) is a vector of cluster centers,
v; > 0 is a user-defined constant. With the following constraints:

?7>1;0§Tik§1;ZTik:1;1§i§C;1§k§n 2)
k=1
Krishnapuram and Keller also suggest using the results of the FCM algorithm as a
good way to initialize the PCM algorithm, and the parameter 7; should be calculated
according to the following equation:

= KZ#?kd?k/ Z i, (3)
k=1 k=1

where p;; is the fuzzy membership from the results of the FCM algorithm, K is a
user-defined constant (usually selected by 1).

FCM and PCM are the most popular approaches to fuzzy clustering and
possibilistic clustering. However, they suffer from drawbacks such as high noise
sensitivity and difficulty working with overlapping data. The PFCM algorithm [21] is
a hybrid algorithm between FCM and PCM, inheriting the advantages of both FCM
and PCM. The PFCM algorithm has two types of MFs, including the fuzzy MF in the
FCM algorithm and the possibilistic MF in the PCM algorithm.

PFCM model is the constrained optimization problem:

Tna(U, TV, X)) =Y 0 (apy + b7l )2, + Z% Z 1—m)" @

i=1 k=1 i=1

where X = {x,xx € RM k=1,...,n} and U = [,
which contains the fuzzy membership degree, T = [7y]

is a fuzzy partition matrix,
is a typicality partition

cXn
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matrix, which contains the possibilistic membership degree, V. = (vq,va,...,V¢) is a
vector of cluster centers, m is the weighting exponent for fuzzy partition matrix and 7,
is the weighting exponent for the typicality partition matrix. v; > 0 are constants given
by the user.

Subject to the constraints:
mn>1ab>00<ﬂlk, T < 1
Zﬂm—lsz—11<z<cl<k<n )

The objective function J,,, ,(U, T, V, X) reaches the smallest value with the constraints
(5) if and only if:

v; = (Z (apiy + b1 )/ Z aply + br) ) (6)

k=1
uzk_1/z (A2, /d2) " (7)
=1/ <1+(bd vV 1)) (8)

where, the constraints (5), Equations (6) and (7) achieved in the same way as FCM
algorithm, Equation (8) achieved in the same way as PCM algorithm.

2.2. Collaborative fuzzy clustering

The model of structural information exchange or collaboration between datasets is
depicted in Figure 1. Given the dataset X = x1, 29, ...., Ty, there are P sub-datasets
(data site) including DI[1], D[2],..., D[P], where each sub-dataset contains
N[1], N[2],..., N[P] data samples in the same attribute space X. In each data site
Dlii], the data is divided into C clusters. The clustering results in each dataset affect
the clustering in the remaining regions [22].

Datasite 1

Datasite P

Datasite 2

Fig. 1. The model of collaborative learning between data sites.

In this process, the data sites do not directly exchange detailed data but only share
structural information, is the cluster center vector v[ii] (with i¢ = 1,.., P). When
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collaboratively clustering results, looking at the overall level of data sites will be
better than clustering results based only on local data at each data site.

The collaborative fuzzy clustering problem whose objective function needs to be
optimized is:

Nlii] C© P N[ C 2
Q= 2 2 ug[id]diy + B 20 2 2 (i = Walit/55])di ©)
i=1 Jj =1

The first part of the objective function is similar to the FCM algorithmic objective
function. The second part of the objective function shows that the optimization in the
collaborative process decreases the difference between the partitioning matrices.

In the above objective function, w;[i7] is the matrix that partitions the object k into
cluster 7 in data site 7. w;[ii/jj] is called the collaborative partitioning matrix of data
site j7 onto data site ¢¢ (with 77,57 = 1, .., P), and is calculated by the Equation (9):

o 1
Uilii/jj] = — . (10)
Tk |1t —v;
; (mk[ul | m)

Parameter (3[ii/jj] represents the degree of cooperation between data sites. The larger
the value, the higher the degree of cooperation, and the value f[ii/jj] = O represents
between datasets without cooperation. d;;, is the distance from the k' object to the i
cluster center in the same data site.

Using the Lagrange method to optimize the above objective function, the equation
for calculating the partition matrix and cluster center is as follows:

1 o Bli/is) lf_;é_,ﬂjs[n*/m 8lii/ii] lf__#,_amm/m
N _ Ji=1L,937Fn Ji=L,037F1
upsit] = > @2, 1 ];1 (1+ 817/ 4](P—1)) a1 an
Jj=1
Nl .. e Nl .. ~ 2
S 2, (it B/ 3D (urslil— i/ 7)o
peil] = =L SR (12)

N[ii]
2:3 i Bl 53] X 3D (ulid)—alii/44])?

Jji=1,jj#ii k=1

The partition matrix of the objective function must satisfy the constraint that the total
membership of an element in the clusters in the same dataset is equal to 1 as follows:

i
U = {uy € [0, 1] Zulk if] = 1,Vk; 0 < > uge[ii] < NIii], vi} (13)

i=1 k=1
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2.3. Random projection feature reduction

Formally, a dimensionality reduction technique can be defined as follows. Given a
dataset of d-dimensions, we find a function such that f : R? — R* with & < d.
The function f projects the original d-dimensional data to k-dimensional data with the
constraint £ < d. Most dimensionality techniques share two common properties [23],
but an ensemble of two properties in a dimensionality reduction method would produce
a state-of-the-art technique for reducing high-dimensional data.

The dimensionality reduction used in this paper is a random projection. The main idea
behind this random projection is from a popular lemma named Johnson-Lindenstrauss
(JL) lemma [24].

The lemma states: given a finite set X C R? of size |X| = K, there exists a linear
map f : R — RF with k = O(¢72 % log K) such that:

L =o)llz =yl < If (@ = ylly < A +e)llz =yl for all z,y € R’

This means that when we have a set of high-dimensionality, rather than points in
Euclidean space, it can be linearly embedded into a space of lower dimensions. The
projection also preserves the distance between points. It does not specify a method for
identifying the value of k; instead, it merely states that such a dimension does exist. The
reduced data are obtained by multiplying the vector of the original data with a random
matrix: Xy X R to produce a new vector Y with the new reduced dimensions.

3. Proposal methods

This section presents a collaborative possibilistic fuzzy c-means clustering
algorithm based on random projection feature reduction (CPFCM-FR). Given a set of
data samples in d-dimensions X4, there exists a linear transformation down to
k-dimensions in which the Euclidean relative distances between data samples in the
new space are approximately constant using the projection multiplication of the input
data matrix with a random k-dimensional matrix R4 to get k-dimensional output data
Yo = Xna ¥ Rak, n 1s the number of data samples.

According to the famous work of Johnson-Lindenstrauss lemma on random
projection [23], high-dimensional data into some lower dimension according to the

following equation:
k = e ?log(d) (14)

in which, k is the new dimension, d is the original dimension, and ¢ is a constant. The
lemma shows that the distance between samples is negligibly changed within 1 +¢. To
compute the matrix R, in the paper [24] shows an independent random distribution of
R=ry,i=1,...,d;5=1,..., k as follows:

-1 p=1/6
-1 =1/2
T”:{ 1 5:142 Ty =V ?p:% "
p:

71



Section on Information and Communication Technology - Vol. 13, No. 02, Dec. 2024

This formula is derived based on the Johnson-Lindenstrauss lemma to preserve the
distance between data samples after changing the number of data dimensions [24],
with p being the probability distribution for the corresponding data sample. Once the
dimensionality reduction is done, the dataset in the new dimension will be used for the
clustering step.

The objective function of the CPFCM algorithm has two parts, including a
component representing the fuzzy membership function and a component representing
the collaboration between data sites. It can help to describe relationships between data
sites and between data samples within each data site more closely than using only
fuzzy membership function information.

From the above idea, the proposed algorithm aims to eliminate redundant
(unnecessary) attributes and increase the rigor of the objective function. Thus, it can
help improve the accuracy of the data clustering results. The new objective function of
the proposed algorithm on each data site is added with possibilistic values 7;; with
fuzzy parameter m and possibilistic parameter 7, specifically as follows:

N[id] ¢
QU,V,P) = 37 > (auf}: + brjp )a;[ii]d3,
k=1 i=1 - (16)
e e P N[’”] ¢ ~ R Ny 07}
+B[5/55] 32 D0 D0 (i — i lii/j5])" d3,
ji=1 k=1 i=1

in which, a,b are coefficients representing the weights of the fuzzy and possibilistic
membership functions. C' is the number of clusters of the dataset, P is the number of
data sites and ii,jj = 1,..., P. NJii] is the number of data samples of data site ii.
Blii/jj] is the collaboration coefficient between two data sites #i and jj. w;[ii/jj] is
the collaborative partitioning matrix of data site jj onto data site 7¢. u;; and 7;; are the
fuzzy and possibilistic membership function values of the k' data sample (data site i)
for the i" cluster, k = 1,...N[ii], i = 1, ..., C.

Before each phase of collaboration, we calculate v as the new prototypes from the
prototypes communicated with all remaining data sites; the number of items v is the
same as the number of clusters of data site i¢ by using the PFCM algorithm.

The factor /3 is the arithmetic average of ([ii/jj|, the interaction level [S[ii/jj]
between two data sites 7z and jj, at a given collaboration stage, can be defined as:

P
il
_ Ji=lgj#i
B = (17)

The initial dataset is divided into data sites, and clustering data sites is carried out
independently. The resulting cluster prototypes after each iteration are shared from one
data site to another. The proposed model is shown in Figure 2. The values v; = v;; are
shared on each data site as supporting information for the clustering process.
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Phase 1

Random Projection Features
Reduction

Datasite 4
|| v[33]

x‘"x_ 22 /
2 _, a4

e .
wlii|1], wfii|2], wfii3] ..., y[11|_|_|]
Communicate cluster prototypes Datasite j

Fig. 2. The model of collaborative possibilistic fuzzy c-means clustering.

Datasite ii

In the objective function (16): wu;[ii] is the fuzzy partition matrix of the data site it
Blii/jj] is the parameter that represents the degree of cooperation of the data site jj
with the data site i¢ and has the value domain [0, 1]. The value [ii/jj] = 0 shows that
the data site 7 and data site jj without cooperation, ([ii/jj] is calculated according to
the following equation:

o J|i1
i/ i) = minft, T2 (13)
Jlii/ 5]
N Nlid] ¢
with J[ii/jj] = E S a2 [ii /7] (en —vi[57])% @rlii/j7] is the cooperative partitioning
k= 1]—

matrix of data site 77 on data site ¢z and is calculated by the equation:

ol 1 Z ( (wfil]) —vz[n]))? )

(z[i1] — v;[74])

where, d?_ is the distance between the kth data sample in the data site D[ii] and the
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M

centroid v;; of the i cluster in this same data site: d% = Y (z; — vi;)? and dig[jj] is
j=1

the distance between the k' data sample in the data site D[ii] and the i*" cluster center

M
v;;[j7] in the data site D[jj]: d2.[jj] = > (Tj — v [77])%. The cluster centroid at data

Jj=

—_

sites is calculated as follows: .
olijl = =5 (20)

We confirm the use of the technique of Lagrange multipliers for the objective function
at each site. For any data sample k,k = 1,2, ..., N[ii|], we reformulate the objective
function to be in the form:

N[id] ¢
Qua(U,V, \) = ;;»Z;(GU%‘%bTﬂ)(Uﬂﬁ]—'xkﬁﬂ)Q
Nlii] © - Ml o 1)
+6 k; ; (uggldd] — @ [1d])™ (vil1d] — o;[ad])” + k; Ak ; (1 — wg[id])™

Equation (21) is the objective function on the data sites used to compute the
convergence on the data sites. After computing the derivative with respect to the
c

elements of the partition matrix with > wgfit] =1, 7 =1,2,....C;k = 1,2, ..., Nii].
i=1
We will get each data site’s membership function matrix.
la(v;[id) — my.[id])* + B(vilid] — ; [id])°]
cléd] . 1/(m—1)
[a(uj [id] — . [id]) >+ B (v; [i1] -2, [ii])2i|

-1

(22)

j=1
Similarly to the above, to calculate the centroid of clusters, we calculate the derivative
of the objective function (21) with the parameter being the centroid v;.
Nlid]
> (aufplit] + br)y[id])xg[id] + B(uy[it] — g [id])™v; [4d])
vili] = =2 Vi (23)
>~ (aufifid] + brjp [id] + B(w[id] — [i1])™)
k=1

To calculate the typicality partition matrix, which contains the possibilistic
membership degree, with i« = 1,2,....C;k = 1,2,...,N[ii];it = 1,..., P, use the
following equation:

=1/ (1 + (b(wslid] — zafid]))? /)Y ("‘”) (24)

In Algorithm 1, phase 1 performs local clustering on data sites as an initial step to
get results used for Phase 2. Phase 2 implements collaboration between data sites.
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Algorithm 1: The CPFCM-FR algorithm

1 Input: Dataset X, ¢, and initialize the parameters m = 2 and n = 2, the
maximum number of iterations 7,,,, = 100, the number of data sites P, the
number of elements in each data site i7 is N|[iz], the number of clusters in each
data site 4 is c[i7], the number of attributes of the data element is n, the data
item in each data site X[ii], a = b= 1.

2 QOutput: Clustering results.

3 Begin

4 Phase 1: Features reduction

5 1.1 Random projection feature reduction

6 1.2 Put P data sites on different computers

7 1.3 Locally clustering: Run PFCM algorithm for each data site

8

9

Phase 2: Collaboration

2.1 REPEAT
10 211 t++
11 2.1.2 Communicate cluster prototypes from each computer to all others
12 2.1.3 For each computer D[ii]
13 a. Compute induced partition matrices for data site D[ii]
14 b. Repeat
15 + Compute local partition matrices u®* by Equation (22)
16 + Compute local cluster prototypes v(Y) by Equation (23)
17 + Compute typicality partition matrix 7() by Equation (24)
18 Until the objective function is minimized (Stop condition 1)
19 2.1.4 End for

20 2.2 UNTIL max((v® — v V) < & OR (t = T)pae) (Stop condition 2)
21 End.

Evaluation indicators

To evaluate the classification quality of the algorithm on experimental datasets, the
paper uses several indicators to measure the quality of clusters. Partition coefficient
(PC) [25] and partition entropy (PE) [26] are measures used to evaluate the quality of
clustering results. The SC index is the ratio operating form of intra-cluster compactness
and inter-cluster separation, and the XB index defines the inter-cluster separation as the
minimum squared distance between cluster centers and the intra-cluster compactness as
the mean squared distance between each data object and its cluster centers [27]. In the
collaboration clustering model, we have not only the fuzzy membership function wu;
but the possibilistic membership function 7;;,. Where n; is the number of data samples
belonging to the " cluster. A large value of the PC index, while small PE, XB, and
SC, indicates good clustering quality.
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1 N
}:}: w2 +73) (25)
=1

C N
1
PLE = N Z Z(uzk’ Inwiy + 7 In 73, (26)
i=1 k=1
R
N;;(u + 7 )H’Uz —%”
X - _i=i= (27)

min ||’Ul — Uj||2
i#£]

C .
sc= " (28)

In addition, we also sample clusters/classes from the original experimental dataset to
evaluate the accuracy of the clustering results. The equation calculates the accuracy of
the clustering results as follows:

TP +TN
A — 29
Ty = TP TN+ FP+ FN (29)

where TP is the number of correctly classified data, FN is the number of incorrectly
misclassified data, FP is the number of incorrectly classified data, and 7N is the number
of correctly misclassified data. The better the algorithm is, the higher the TPR value is,
and the smaller the FTR value is encountered.

4. Experimental results and discussion

In the experiments, we use two computers with the same configuration: Intel Core
i7 2.9 GHz CPU, Windows 10 operating system, and the graphic card NVIDIA with a
device memory size of 8Gb and 16Gb RAM. The algorithm is experimentally installed
using the CUDA library in the C++ programming environment.

In the experimental part, the paper compares the clustering results of the proposed
method with the algorithms CFCM [16], [17], CFCM-FR [28], CPFCM [29], and
proposed algorithm CPFCM-FR. The experimental parameters are set together as
follows: Fuzzy and possibilistic parameter m = 2 and n = 2; a = b = 1, the maximum
number of iterations 7},,, = 100, stopping condition ¢ = 107°. These parameters were
selected based on previously published studies such as [16], [17], [29]. The running
time of the algorithms is calculated from reading the data to giving the final result,
including the dimensionality reduction step (if any). For each cluster we take 100
samples to evaluate the clustering quality.
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4.1. Experiment 1

In experiment 1, we test a large dataset downloaded from the UCI machine learning
library [19]. The details of the experimental dataset: A cybersecurity dataset containing
nine different network attacks on a commercial IP-based surveillance system and an IoT
network. The dataset consists of 27,170,754 observations with 115 features. The dataset
includes reconnaissance, MitM, DoS, and botnet attacks. A total of 9 network capture
datasets are as follows: 1. OS Scan (scans the network for hosts and their operating
systems to reveal possible vulnerabilities); 2. Fuzzing (searches for vulnerabilities in
the camera’s web servers); 3. Video Injection (injects a recorded video clip into a live
video stream); 4. ARP MitM (intercepts all LAN traffic via an ARP poisoning attack); 5.
Active Wiretap (intercepts all LAN traffic via active wiretap); 6. SSDP Flood (overloads
the DVR by causing cameras to spam the server); 7. SYN DoS (disables a camera’s
video stream by overloading its web server); 8. SSL Reneg (disables a camera’s video
stream by sending many SSL renegotiation packets to the camera); 9. Mirai (infects 1oT
with the Mirai malware).

For each attack (network capture) above, we provide (1) a CSV of the features used
in our paper where each row is a network packet, (2) the corresponding labels
[benign, malicious], and (3) the original network capture in truncated pcap format. We
randomly divided the Kitsune Network Attack dataset into two subsets (2 data sites
for two computers), in which one machine is set up in a central location, and the
computers are connected via the local network. The data is clustered into 10 clusters
(one benign packet cluster and nine attack packet clusters).

Table 1. Accuracy of classification results and computation time

No. | Algorithm PC PE XB SC Accuracy Time
1 CFCM 0.8367 | 0.6328 | 0.9843 | 0.6783 0.8589 21ml8s
2 CFCM-FR | 0.8324 | 0.6331 | 0.9844 | 0.6800 | 0.8588 13m35s
3 CPFCM 0.8858 | 0.4984 | 0.6739 | 0.5872 | 0.9045 26m4ls
4 | CPFCM-FR | 0.8942 | 0.5006 | 0.6739 | 0.5871 0.9068 16m29s

Table 1 is the clustering results of four algorithms, CFCM, CFCM-FR, CPFCM, and
CPFCM-FR, on the entire cybersecurity dataset. The higher the PC and Accuracy values
give the better the clustering quality, whereas the smaller the PE, XB, SC, and running
time values give the better the quality. Overall, the proposed algorithm CPFCM-FR
gives better clustering results in most metrics. Specifically, the CPFCM-FR algorithm
achieves the best values in the indices PC, XB, SC, and Accuracy. The PE index reaches
0.5006, higher than 0.4984 of the CPFCM algorithm, but the difference is insignificant.
The running time of the CPFCM-FR algorithm also gives the result of 16m29s and is
much faster than the CPFCM algorithm at 26m41s.

With the algorithm execution time, it can be seen that when clustering on a dataset
without attribute dimensionality reduction, the running time is slower than when data
dimensionality is reduced. Specifically, the clustering time on the CFCM algorithm is
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21m18s, while the CFCM-FR algorithm is 13m35s. Similarly, the running time on the
CPFCM algorithm is 26m41s, while the CPFCM-FR algorithm is 16m29s.

Table 1 also shows that the values of PC, PE, XB, SC, and Accuracy indices of
CFCM and CFCM-FR algorithms show worse clustering quality than CPFCM and
CPFCM-FR algorithms. This is because the CPFCM algorithm is an improvement of
the CFCM algorithm and has higher accuracy than CFCM. Furthermore,
dimensionality reduction based on the random projection feature reduction technique
helps preserve distance, so the distance measurements on the new dataset are not
significantly affected after dimensionality reduction. Therefore, the CPFCM-FR
algorithm not only improves clustering quality compared to CFCM but also reduces
the algorithm’s running time.

The above results show that the proposed algorithm CPFCM-FR gives better
clustering results than the algorithm before improvement. The accuracy of clustering
results compared to when not using the random projection feature reduction is nearly
equivalent. However, the calculation time is significantly reduced.

4.2. Experiment 2

The test data in experiment 2 is the Sentinel-2A satellite image in two areas (two data
sites); the spatial resolution of the image is 10 m, and the number of spectral bands
is 12. It is a free and good-quality satellite image [20]. The data were taken in the
Hanoi central and Vinh Phuc areas, all north of Vietnam. The authors choose satellite
images taken when there are no clouds to avoid being affected by clouds (Figure 3).
The computers are connected via the local network.

Fig. 3. Experimental data: Hanoi central and Vinh Phuc areas.

The total pixel count of all 2 data sites is 1,280,000 pixels. These labeled data are
used to calculate the additional membership function values for the semi-supervised
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solution. Using the proposed algorithm, classified into six classes of objects describing
six types of land covers: Class 1: INEEE Rivers, lakes, ponds. Class 2: Il Vacant
land, roads, etc. Class 3: M Field, grass. Class 4: Il Sparse forest, low trees.
Class 5: Il Perennial plants. Class 6: INllll Dense forest, jungle.

Figure 4 results from classifying satellite image data sites on two computers using
the proposed algorithm. The resulting image shows six land cover layers from satellite
image data.

Fig. 4. Experimental results on the proposed algorithm: Hanoi central and Vinh Phuc areas.

Table 2. Accuracy of classification results and computation time

No. | Algorithm PC PE XB SC Accuracy Time
1 CFCM 0.8914 | 0.5276 | 0.7823 | 0.7635 0.9132 8m27s
2 CFCM-FR | 0.8986 | 0.5288 | 0.7822 | 0.7722 | 0.9127 Sm4ls
3 CPFCM 0.9367 | 0.4992 | 0.7089 | 0.5182 | 0.9306 10m33s
4 | CPFCM-FR | 0.9389 | 0.5003 | 0.7091 | 0.5099 | 0.9311 6m18s

Table 2 shows classification quality indicators and implementation time when
clustering on the satellite image dataset. The PC, SC, and Accuracy indices show that
the proposed algorithm CPFCM-FR gives better clustering quality than the three
algorithms CFCM, CFCM-FR, and CPFCM. While the PE and XB indices achieved
the best with 0.4992 and 0.7089 for the CPFCM algorithm, this value is not
significantly higher than the 0.5003 and 0.7091 of the CPFCM-FR algorithm.
Although the running time of the CPFCM-FR algorithm is 6m18s, which is not the
lowest value, it is significantly higher than the 10m33s of the CPFCM algorithm. The
CPFCM-FR algorithm gives the highest accuracy with an Accuracy index value of
0.9311, followed by the CPFCM algorithm of 0.9306. The Accuracy index on the two
algorithms, CFCM and CFCM-FR, gives lower values of 0.9132 and 0.9127,
respectively.
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The algorithms’ running times are significantly different. While the CFCM-FR
algorithm gives the fastest running time, 5m4ls, the CPFCM algorithm gives the
slowest running time, 10m33s. The running time of the CFCM algorithm is 8m27s,
and that of the CPFCM-FR algorithm is 6ml8s. This result also shows that
dimensionality reduction does not significantly affect the clustering quality but can
also significantly reduce the algorithm execution time.

The clustering results in the two datasets shown in Table 1 and Table 2 show that
the proposed algorithm CPFCM gives better clustering results than the CFCM
algorithm. Similarly, when using the random projection feature reduction technique,
the CPFCM-FR algorithm also gives better clustering results than the CFCM-FR
algorithm. In addition, the calculation time on the datasets after feature reduction is
smaller than clustering on the original dataset.

5. Conclusions

The paper presented an improvement of the collaborative possibilistic fuzzy
clustering algorithm based on random projection feature reduction for
multi-dimensional analysis. Experimental results show that the proposed method can
significantly reduce the computation time while the accuracy does not change
significantly. Random projection feature reduction techniques can help preserve the
relative distance between data samples. This makes the distance measure between data
samples and data samples to cluster centers on the dataset before and after
dimensionality reduction preserved. Comparing the clustering results of the proposed
method with some other methods shows that the proposed method gives better results
in both accuracy and algorithm execution time as indicated by the PC, PE, XB, SC,
Accuracy indices, and running time. This confirms that when dimensionality reduction
techniques are incorporated, the clustering quality of the CPFCM-FR algorithm
remains unchanged or is little affected. In contrast, the algorithm execution time is
significantly reduced. This result shows the potential for developing collaborative
clustering models combined with data dimensionality reduction techniques that
preserve distance for high-dimensional big data analysis problems.

In the future, we will experiment with multiple computers on the Internet to be able
to solve high-dimensional big data problems where decentralized data resides in many
different places.
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TIEP CAN PHAN CUM C-MEANS MO KHA NANG
CONG TAC CHO PHAN TICH DU LIEU NHIEU CHIEU

D6 Viét biic, Mai Dinh Sinh, Ng6 Thanh Long

Tém tit

Su phat trién nhanh chéng ctia cic cong nghé thu thap dit liéu da dan dén su bung nd cic
nguon dit liéu. Nhiéu ky thuat va phuong phap khai pha di liéu truyén thong da tr6 nén 16i
thdi va khong con phu hgp dé giai quyét cac van d& dit liéu 16n, dit liéu nhiéu chiéu. Bai bdo
nay dé xuét cai thién thuit toan phan cum md kha ning cong tac dé phan tich dit liéu nhiéu
chiéu bang cach sit dung k¥ thuat gidm chiéu dua trén phép chiéu ngau nhién (CPFCM FR)
Ky thuit nay cho phép bdo toan khoang cach tuong dbi sau khi giam chiéu, c6 thé giup glam
do phic tap tinh toan trong khi van dam bdo d6 chinh xdc cda thuat todn dugc dé xuit so
v6i thuat toan trude khi glam chiéu. Thuét toan dé xuét trién khai trén mo hinh phan cum
cong tac c6 thé gitp chia sé thong tin vé cAu tric cum tai cic vi tri di liu khac nhau (data
site) trong qua trinh tinh todn. M6 hinh cong tdc cho phép giai quyét cic van dé khi dif lieu
nam phan tan trén cdc mdy tinh khac nhau trong hé thong mang. Céc thuc nghlem dudc thuc
hién trén hai tap dit liu nhiéu chiéu dugc tii xuong tu thu vién hoc may UCI va dit liéu anh
v1en thdm cho thay phuong phap dugc dé xuit _mang lai két qua t6t hon ddng k& so v6i mot
so phu’dng phap dugc dé xuat truéc day. Céc két qua thuc nghlem nay cling minh chlmg cho
tiém nang phat trlen cdc mo hinh phén cum cong tdc, két hop véi cac ky thuat gidm chiéu,
dé gidi quyét cac van d& dit liéu 16n, nhiéu chiéu, va phén tan.

Tt khoa

Dit liéu da chiéu; phan cum c-means md kha ning; phan cum cdng tc; phép chiéu ngiu
nhién; gidm chiéu.
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